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Abstract

We present FoundationPose, a unified foundation model
for 6D object pose estimation and tracking, supporting both
model-based and model-free setups. Our approach can be
instantly applied at test-time to a novel object without fine-
tuning, as long as its CAD model is given, or a small num-
ber of reference images are captured. Thanks to the uni-
fied framework, the downstream pose estimation modules
are the same in both setups, with a neural implicit repre-
sentation used for efficient novel view synthesis when no
CAD model is available. Strong generalizability is achieved
via large-scale synthetic training, aided by a large lan-
guage model (LLM), a novel transformer-based architec-
ture, and contrastive learning formulation. Extensive evalu-
ation on multiple public datasets involving challenging sce-
narios and objects indicate our unified approach outper-
forms existing methods specialized for each task by a large
margin. In addition, it even achieves comparable results
to instance-level methods despite the reduced assumptions.
Project page: https://nvlabs.github.io/FoundationPose/

1. Introduction
Computing the rigid 6D transformation from the object to
the camera, also known as object pose estimation, is cru-
cial for a variety of applications, such as robotic manipu-
lation [30, 69, 70] and mixed reality [43]. Classic meth-
ods [20, 21, 31, 50, 68] are known as instance-level because
they only work on the specific object instance determined at
training time. Such methods usually require a textured CAD
model for generating training data, and they cannot be ap-
plied to an unseen novel object at test time. While category-
level methods [5, 34, 60, 64, 75] remove these assumptions
(instance-wise training and CAD models), they are limited
to objects within the predefined category on which they are
trained. Moreover, obtaining category-level training data is
notoriously difficult, in part due to additional pose canoni-
calization and examination steps [64] that must be applied.

To address these limitations, more recent efforts have fo-
cused on the problem of instant pose estimation of arbitrary
novel objects [19, 32, 40, 55, 58]. Two different setups are
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Figure 1. Our unified framework enables both 6D pose estimation and
tracking for novel objects, supporting the model-based and model-free se-
tups. On each of these four tasks, it outperforms prior work specially de-
signed for the task (• indicates RGB-only; × indicates RGBD, like ours).
The metric for each task is explained in detail in the experimental results.

considered, depending upon what information is available at
test time: model-based, where a textured 3D CAD model of
the object is provided, and model-free, where a set of refer-
ence images of the object is provided. While much progress
has been made on both setups individually, there remains a
need for a single method to address both setups in a unified
way, since different real-world applications provide differ-
ent types of information.

Orthogonal to single-frame object pose estimation, pose
tracking methods [8, 29, 36, 39, 56, 63, 67, 72] leverage
temporal cues to enable more efficient, smooth and accu-
rate pose estimation on a video sequence. These methods
share the similar aforementioned issues to their counterparts
in pose estimation, depending on their assumptions on the
object knowledge.

In this paper we propose a unified framework called
FoundationPose that performs both pose estimation and
tracking for novel objects in both the model-based and
model-free setups, using RGBD images. As seen in Fig. 1,
our method outperforms existing state-of-art methods spe-
cialized for each of these four tasks. Our strong gen-
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eralizability is achieved via large-scale synthetic training,
aided by a large language model (LLM), as well as a novel
transformer-based architecture and contrastive learning. We
bridge the gap between model-based and model-free setups
with a neural implicit representation that allows for effec-
tive novel view synthesis with a small number (∼16) of
reference images, achieving rendering speeds that are sig-
nificantly faster than previous render-and-compare meth-
ods [32, 36, 67]. Our contributions can be summarized as
follows:
• We present a unified framework for both pose estimation

and tracking for novel objects, supporting both model-
based and model-free setups. An object-centric neural
implicit representation for effective novel view synthesis
bridges the gap between the two setups.

• We propose a LLM-aided synthetic data generation
pipeline which scales up the variety of 3D training assets
by diverse texture augmentation.

• Our novel design of transformer-based network architec-
tures and contrastive learning formulation leads to strong
generalization when trained solely on synthetic data.

• Our method outperforms existing methods specialized
for each task by a large margin across multiple public
datasets. It even achieves comparable results to instance-
level methods despite reduced assumptions.

Code and data developed in this work will be released.

2. Related Work

CAD Model-based Object Pose Estimation. Instance-
level pose estimation methods [20, 21, 31, 50] assume a
textured CAD model is given for the object. Training and
testing is performed on the exact same instance. The object
pose is often solved by direct regression [37, 73], or con-
structing 2D-3D correspondences followed by PnP [50, 61],
or 3D-3D correspondences followed by least squares fit-
ting [20, 21]. To relax the assumptions about the object
knowledge, category-level methods [5, 34, 60, 64, 75, 77]
can be applied to novel object instances of the same cate-
gory, but they cannot generalize to arbitrary novel objects
beyond the predefined categories. To address this limita-
tion, recent efforts [32, 55] aim for instant pose estimation
of arbitrary novel objects as long as the CAD model is pro-
vided at test time.
Few-shot Model-free Object pose estimation. Model-
free methods remove the requirement of an explicit textured
model. Instead, a number of reference images capturing
the target object are provided [19, 22, 51, 58]. RLLG [3]
and NeRF-Pose [35] propose instance-wise training without
the need of an object CAD model. In particular, [35] con-
structs a neural radiance field to provide semi-supervision
on the object coordinate map and mask. Differently, we
introduce the neural object field built on top of SDF repre-
sentation for efficient RGB and depth rendering to bridge

the gap between the model-based and model-free scenarios.
In addition, we focus on generalizable novel object pose es-
timation in this work, which is not the case for [3, 35]. To
handle novel objects, Gen6D [40] designs a detection, re-
trieval and refinement pipeline. However, to avoid difficul-
ties with out-of-distribution test set, it requires fine-tuning.
OnePose [58] and its extension OnePose++ [19] leverage
structure-from-motion (SfM) for object modeling and pre-
train 2D-3D matching networks to solve the pose from cor-
respondences. FS6D [22] adopts a similar scheme and fo-
cuses on RGBD modality. Nevertheless, reliance on cor-
respondences becomes fragile when applied to textureless
objects or under severe occlusion.
Object Pose Tracking. 6D object pose tracking aims to
leverage temporal cues to enable more efficient, smooth
and accurate pose prediction on video sequence. Through
neural rendering, our method can be trivially extended
to the pose tracking task with high efficiency. Similar
to single-frame pose estimation, existing tracking meth-
ods can be categorized into their counterparts depending
on the assumptions of object knowledge. These include
instance-level methods [8, 11, 36, 67], category-level meth-
ods [39, 63], model-based novel object tracking [29, 56, 72]
and model-free novel object tracking [66, 71]. Under
both model-based and model-free setups, we set a new
benchmark record across public datasets, even outperform-
ing state-of-art methods that require instance-level train-
ing [8, 36, 67].

3. Approach
Our system as a whole is illustrated in Fig. 2, showing the
relationships between the various components, which are
described in the following subsections.

3.1. Language-aided Data Generation at Scale

To achieve strong generalization, a large diversity of ob-
jects and scenes is needed for training. Obtaining such data
in the real world, and annotating accurate ground-truth 6D
pose, is time- and cost-prohibitive. Synthetic data, on the
other hand, often lacks the size and diversity in 3D assets.
We developed a novel synthetic data generation pipeline
for training, powered by the recent emerging resources and
techniques: large scale 3D model database [6, 10], large
language models (LLM), and diffusion models [4, 24, 53].
This approach dramatically scales up both the amount and
diversity of data compared with prior work [22, 26, 32].
3D Assets. We obtain training assets from recent large
scale 3D databases including Objaverse [6] and GSO [10].
For Objaverse [6] we chose the objects from the Objaverse-
LVIS subset that consists of more than 40K objects belong-
ing to 1156 LVIS [13] categories. This list contains the most
relevant daily-life objects with reasonable quality, and di-
versity of shapes and appearances. It also provides a tag



Figure 2. Overview of our framework. To reduce manual efforts for large scale training, we developed a novel synthetic data generation pipeline by
leveraging recent emerging techniques and resources including 3D model database, large language models and diffusion models (Sec. 3.1). To bridge the
gap between model-free and model-based setup, we leverage an object-centric neural field (Sec. 3.2) for novel view RGBD rendering for subsequent render-
and-compare. For pose estimation, we first initialize global poses uniformly around the object, which are then refined by the refinement network (Sec. 3.3).
Finally, we forward the refined poses to the pose selection module which predicts their scores. The pose with the best score is selected as output (Sec. 3.4).
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Figure 3. Top: Random texture blending proposed in FS6D [22]. Bot-
tom: Our LLM-aided texture augmentation yields more realistic appear-
ance. Leftmost is the original 3D assets. Text prompts are automatically
generated by ChatGPT.

for each object describing its category, which benefits au-
tomatic language prompt generation in the following LLM-
aided texture augmentation step.

LLM-aided Texture Augmentation. While most Obja-
verse objects have high quality shapes, their texture fidelity
varies significantly. FS6D [22] proposes to augment object
texture by randomly pasting images from ImageNet [7] or
MS-COCO [38]. However, due to the random UV mapping,
this method yields artifacts such as seams on the result-
ing textured mesh (Fig. 3 top); and applying holistic scene
images to objects leads to unrealistic results. In contrast,
we explore how recent advances in large language mod-
els and diffusion models can be harnessed for more real-
istic (and fully automatic) texture augmentation. Specifi-
cally, we provide a text prompt, an object shape, and a ran-
domly initialized noisy texture to TexFusion [4] to produce
an augmented textured model. Of course, providing such
a prompt manually is not scalable if we want to augment
a large number of objects in diverse styles under different
prompt guidance. As a result, we introduce a two-level hi-
erarchical prompt strategy. As illustrated in Fig. 2 top-left,
we first prompt ChatGPT, asking it to describe the possi-
ble appearance of an object; this prompt is templated so
that each time we only need to replace the tag paired with
the object, which is given by the Objaverse-LVIS list. The
answer from ChatGPT then becomes the text prompt pro-



vided to the diffusion model for texture synthesis. Because
this approach enables full automation for texture augmenta-
tion, it facilitates diversified data generation at scale. Fig. 3
presents more examples including different stylization for
the same object.
Data Generation. Our synthetic data generation is imple-
mented in NVIDIA Isaac Sim, leveraging path tracing for
high-fidelity photo-realistic rendering.1 We perform grav-
ity and physics simulation to produce physically plausible
scenes. In each scene, we randomly sample objects includ-
ing the original and texture-augmented versions. The object
size, material, camera pose, and lighting are also random-
ized; more details can be found in the appendix.

3.2. Neural Object Modeling

For the model-free setup, when the 3D CAD model is un-
available, one key challenge is to represent the object to
effectively render images with sufficient quality for down-
stream modules. Neural implicit representations are both
effective for novel view synthesis and parallelizable on a
GPU, thus providing high computational efficiency when
rendering multiple pose hypotheses for downstream pose
estimation modules, as shown in Fig. 2. To this end, we
introduce an object-centric neural field representation for
object modeling, inspired by previous work [45, 65, 71, 74].
Field Representation. We represent the object by two
functions [74] as shown in Fig. 2. First, the geometry func-
tion Ω : x 7→ s takes as input a 3D point x ∈ R3 and
outputs a signed distance value s ∈ R. Second, the appear-
ance function Φ : (fΩ(x), n, d) 7→ c takes the intermedi-
ate feature vector fΩ(x) from the geometry network, a point
normal n ∈ R3, and a view direction d ∈ R3, and outputs
the color c ∈ R3

+. In practice, we apply multi-resolution
hash encoding [45] to x before forwarding to the network.
Both n and d are embedded by a fixed set of second-order
spherical harmonic coefficients. The implicit object surface
is obtained by taking the zero level set of the signed dis-
tance field (SDF): S =

{
x ∈ R3 | Ω(x) = 0

}
. Compared

to NeRF [44], the SDF representation Ω provides higher
quality depth rendering while removing the need to manu-
ally select a density threshold.
Field Learning. For texture learning, we follow the volu-
metric rendering over truncated near-surface regions [71]:

c(r) =

∫ z(r)+0.5λ

z(r)−λ

w(xi)Φ(fΩ(xi), n(xi), d(xi)) dt, (1)

w(xi) =
1

1 + e−αΩ(xi)

1

1 + eαΩ(xi)
, (2)

where w(xi) is the bell-shaped probability density function
[65] that depends on the signed distance Ω(xi) from the
point to the implicit object surface, and α adjusts the soft-

1https://developer.nvidia.com/isaac-sim

ness of the distribution. The probability peaks at the surface
intersection. In Eq. (1), z(r) is the depth value of the ray
from the depth image, and λ is the truncation distance. We
ignore the contribution from empty space that is more than
λ away from the surface for more efficient training, and we
only integrate up to a 0.5λ penetrating distance to model
self-occlusion [65]. During training, we compare this quan-
tity against the reference RGB images for color supervision:

Lc =
1

|R|
∑
r∈R

∥c(r)− c̄(r)∥2 , (3)

where c̄(r) denotes the ground-truth color at the pixel where
the ray r passes through.

For geometry learning, we adopt the hybrid SDF
model [71] by dividing the space into two regions to learn
the SDF, leading to the empty space loss and the near-
surface loss. We also apply eikonal regularization [12] to
the near-surface SDF:

Le =
1

|Xe|
∑
x∈Xe

|Ω(x)− λ|, (4)

Ls =
1

|Xs|
∑
x∈Xs

(Ω(x) + dx − dD)
2
, (5)

Leik =
1

|Xs|
∑
x∈Xs

(∥∇Ω(x)∥2 − 1)2, (6)

where x denotes a sampled 3D point along the rays in the
divided space; dx and dD are the distance from ray origin
to the sample point and the observed depth point, respec-
tively. We do not use the uncertain free-space loss [71], as
the template images are pre-captured offline in the model-
free setup. The total training loss is

L = wcLc + weLe + wsLs + weikLeik. (7)
The learning is optimized per object without priors and can
be efficiently performed within seconds. The neural field
only needs to be trained once for a novel object.

Rendering. Once trained, the neural field can be used as
a drop-in replacement for a conventional graphics pipeline,
to perform efficient rendering of the object for subsequent
render-and-compare iterations. In addition to the color ren-
dering as in the original NeRF [44], we also need depth
rendering for our RGBD based pose estimation and track-
ing. To do so, we perform marching cubes [41] to extract a
textured mesh from the zero level set of the SDF, combined
with color projection. This only needs to be performed once
for each object. At inference, given an object pose, we then
render the RGBD image following the rasterization process.
Alternatively, one could directly render the depth image us-
ing Ω online with sphere tracing [14]; however, we found
this leads to less efficiency, especially when there is a large
number of pose hypotheses to render in parallel.

https://developer.nvidia.com/isaac-sim


3.3. Pose Hypothesis Generation

Pose Initialization. Given the RGBD image, the object
is detected using an off-the-shelf method such as Mask R-
CNN [18] or CNOS [47]. We initialize the translation using
the 3D point located at the median depth within the detected
2D bounding box. To initialize rotations, we uniformly
sample Ns viewpoints from an icosphere centered on the
object with the camera facing the center. These camera
poses are further augmented with Ni discretized in-plane
rotations, resulting in Ns · Ni global pose initializations
which are sent as input to the pose refiner.

Pose Refinement. Since the coarse pose initializations from
the previous step are often quite noisy, a refinement mod-
ule is needed to improve the pose quality. Specifically, we
build a pose refinement network which takes as input the
rendering of the object conditioned on the coarse pose, and
a crop of the input observation from the camera; the network
outputs a pose update that improves the pose quality. Un-
like MegaPose [32], which renders multiple views around
the coarse pose to find the anchor point, we observed ren-
dering a single view corresponding to the coarse pose suf-
fices. For the input observation, instead of cropping based
on the 2D detection which is constant, we perform a pose-
conditioned cropping strategy so as to provide feedback to
the translation update. Concretely, we project the object
origin to the image space to determine the crop center. We
then project the slightly enlarged object diameter (the max-
imum distance between any pair of points on the object sur-
face) to determine the crop size that encloses the object and
the nearby context around the pose hypothesis. This crop
is thus conditioned on the coarse pose and encourages the
network to update the translation to make the crop better
aligned with the observation. The refinement process can be
repeated multiple times by feeding the latest updated pose
as input to the next inference, so as to iteratively improve
the pose quality.

The refinement network architecture is illustrated in
Fig. 2; details are in the appendix. We first extract fea-
ture maps from the two RGBD input branches with a single
shared CNN encoder. The feature maps are concatenated,
fed into CNN blocks with residual connection [17], and to-
kenized by dividing into patches [9] with position embed-
ding. Finally, the network predicts the translation update
∆t ∈ R3 and rotation update ∆R ∈ SO(3), each individu-
ally processed by a transformer encoder [62] and linearly
projected to the output dimension. More concretely, ∆t
represents the object’s translation shift in the camera frame,
∆R represents the object’s orientation update expressed in
the camera frame. In practice, the rotations are parame-
terized in axis-angle representation. We also experimented
with the 6D representation [78] which achieves similar re-
sults. The input coarse pose [R | t] ∈ SE(3) is then updated

Observation

Decreasing pose rank

Ours

W/o hierarchical comparison

Figure 4. Pose ranking visualization. Our proposed hierarchical compar-
ison leverages the global context among all pose hypotheses for a better
overall trend prediction that aligns both shape and texture. The true best
pose is annotated with red circle.

by:
t+ = t+∆t (8)

R+ = ∆R⊗R, (9)
where ⊗ denotes update on SO(3). Instead of using a single
homogeneous pose update, this disentangled representation
removes the dependency on the updated orientation when
applying the translation update. This unifies both the up-
dates and input observation in the camera coordinate frame
and thus simplifies the learning process. The network train-
ing is supervised by L2 loss:

Lrefine = w1 ∥∆t−∆t̄∥2 + w2

∥∥∆R−∆R̄
∥∥
2
, (10)

where t̄ and R̄ are ground truth; w1 and w2 are the weights
balancing the losses, which are set to 1 empirically.

3.4. Pose Selection

Given a list of refined pose hypotheses, we use a hierarchi-
cal pose ranking network to compute their scores. The pose
with the highest score is selected as the final estimate.
Hierarchical Comparison. The network uses a two-level
comparison strategy. First, for each pose hypothesis, the
rendered image is compared against the cropped input ob-
servation, using the pose-conditioned cropping operation
was introduced in Sec. 3.3. This comparison (Fig. 2 bottom-
left) is performed with a pose ranking encoder, utilizing
the same backbone architecture for feature extraction as in
the refinement network. The extracted features are con-
catenated, tokenized and forwarded to the multi-head self-
attention module so as to better leverage the global image
context for comparison. The pose ranking encoder performs
average pooling to output a feature embedding F ∈ R512

describing the alignment quality between the rendering and
the observation (Fig. 2 bottom-middle). At this point, we
could directly project F to a similarity scalar as typically
done [2, 32, 46]. However, this would ignore the other pose
hypotheses, forcing the network to output an absolute score
assignment which can be difficult to learn.

To leverage the global context of all pose hypotheses in
order to make a more informed decision, we introduce a sec-
ond level of comparison among all the K pose hypotheses.
Multi-head self-attention is performed on the concatenated



feature embedding F = [F0, . . . ,FK−1]
⊤ ∈ RK×512,

which encodes the pose alignment information from all
poses. By treating F as a sequence, this approach natu-
rally generalizes to varying lengths of K [62]. We do not
apply position encoding to F, so as to be agnostic to the
permutation. The attended feature is then linearly projected
to the scores S ∈ RK to be assigned to the pose hypotheses.
The effectiveness of this hierarchical comparison strategy is
shown in a typical example in Fig. 4.
Contrast Validation. To train the pose ranking network,
we propose a pose-conditioned triplet loss:

L(i+, i−) = max(S(i−)− S(i+) + α, 0), (11)
where α denotes the contrastive margin; i− and i+ repre-
sent the negative and positive pose samples, respectively,
which are determined by computing the ADD metric [73]
using ground truth. Note that different from standard triplet
loss [27], the anchor sample is not shared between the pos-
itive and negative samples in our case, since the input is
cropped depending on each pose hypothesis to account for
translations. While we can compute this loss over each pair
in the list, the comparison becomes ambiguous when both
poses are far from ground truth. Therefore, we only keep
those pose pairs whose positive sample is from a viewpoint
that is close enough to the ground truth to make the com-
parison meaningful:

V+ = {i : D(Ri, R̄) < d} (12)

V− = {0, 1, 2, . . . ,K − 1} (13)

Lrank =
∑
i+,i−

L(i+, i−) (14)

where the summation is over i+ ∈ V+, i− ∈ V−, i+ ̸= i−;
Ri and R̄ are the rotation of the hypothesis and ground
truth, respectively; D(·) denotes the geodesic distance be-
tween rotations; and d is a predefined threshold. We also
experimented with the InfoNCE loss [49] as used in [46] but
observed worse performance (Sec. 4.5). We attribute this to
the perfect translation assumption made in [46] which is not
the case in our setup.

4. Experiments
4.1. Dataset and Setup

We consider 5 datasets: LINEMOD [23], Occluded-
LINEMOD [1], YCB-Video [73], T-LESS [25], and YCBI-
nEOAT [67]. These involve various challenging scenar-
ios (dense clutter, multi-instance, static or dynamic scenes,
table-top or robotic manipulation), and objects with diverse
properties (textureless, shiny, symmetric, varying sizes).

As our framework is unified, we consider the combina-
tions among two setups (model-free and model-based) and
two pose prediction tasks (6D pose estimation and track-
ing), resulting in 4 tasks in total. For the model-free setup,
a number of reference images capturing the novel object

PREDATOR [28] LoFTR [57] FS6D-DPM [22] Ours

Ref. images 16 16 16 16
Finetune-free ✓ ✓ ✗ ✓

Metrics ADD-S ADD ADD-S ADD ADD-S ADD ADD-S ADD

002_master_chef_can 73.0 17.4 87.2 50.6 92.6 36.8 96.9 91.3
003_cracker_box 41.7 8.3 71.8 25.5 83.9 24.5 97.5 96.2
004_sugar_box 53.7 15.3 63.9 13.4 95.1 43.9 97.5 87.2
005_tomato_soup_can 81.2 44.4 77.1 52.9 93.0 54.2 97.6 93.3
006_mustard_bottle 35.5 5.0 84.5 59.0 97.0 71.1 98.4 97.3
007_tuna_fish_can 78.2 34.2 72.6 55.7 94.5 53.9 97.7 73.7
008_pudding_box 73.5 24.2 86.5 68.1 94.9 79.6 98.5 97.0
009_gelatin_box 81.4 37.5 71.6 45.2 98.3 32.1 98.5 97.3
010_potted_meat_can 62.0 20.9 67.4 45.1 87.6 54.9 96.6 82.3
011_banana 57.7 9.9 24.2 1.6 94.0 69.1 98.1 95.4
019_pitcher_base 83.7 18.1 58.7 22.3 91.1 40.4 97.9 96.6
021_bleach_cleanser 88.3 48.1 36.9 16.7 89.4 44.1 97.4 93.3
024_bowl 73.2 17.4 32.7 1.4 74.7 0.9 94.9 89.7
025_mug 84.8 29.5 47.3 23.6 86.5 39.2 96.2 75.8
035_power_drill 60.6 12.3 18.8 1.3 73.0 19.8 98.0 96.3
036_wood_block 70.5 10.0 49.9 1.4 94.7 27.9 97.4 94.7
037_scissors 75.5 25.0 32.3 14.6 74.2 27.7 97.8 95.5
040_large_marker 81.8 38.9 20.7 8.4 97.4 74.2 98.6 96.5
051_large_clamp 83.0 34.4 24.1 11.2 82.7 34.7 96.9 92.7
052_extra_large_clamp 72.9 24.1 15.0 1.8 65.7 10.1 97.6 94.1
061_foam_brick 79.2 35.5 59.4 31.4 95.7 45.8 98.1 93.4

MEAN 71.0 24.3 52.5 26.2 88.4 42.1 97.4 91.5

Table 1. Model-free pose estimation results measured by AUC of ADD
and ADD-S on YCB-Video dataset. “Finetuned” means the method was
fine-tuned with group split of object instances on the testing dataset, as
introduced by [22].

are selected from the training split of the datasets, equipped
with the ground-truth annotation of the object pose, follow-
ing [22]. For the model-based setup, a CAD model is pro-
vided for the novel object. In all evaluation except for ab-
lation, our method always uses the same trained model and
configurations for inference without any fine-tuning.

4.2. Metric

To closely follow the baseline protocols on each setup, we
consider the following metrics:
• Area under the curve (AUC) of ADD and ADD-S [73].
• Recall of ADD that is less than 0.1 of the object diameter

(ADD-0.1d), as used in [19, 22].
• Average recall (AR) of VSD, MSSD and MSPD metrics

introduced in the BOP challenge [26].

4.3. Pose Estimation Comparison

Model-free. Table 1 presents the comparison results against
the state-of-art RGBD methods [22, 28, 57] on YCB-Video
dataset. The baselines results are adopted from [22]. Fol-
lowing [22], all methods are given the perturbed ground-
truth bounding box as 2D detection for fair comparison. Ta-
ble 2 presents the comparison results on LINEMOD dataset.
The baseline results are adopted from [19, 22]. RGB-based
methods [19, 40, 58] are given the privilege of much larger
number of reference images to compensate for the lack of
depth. Among RGBD methods, FS6D [22] requires fine-
tuning on the target dataset. Our method significantly out-
performs the existing methods on both datasets without
fine-tuning on the target dataset or ICP refinement.

Fig. 5 visualizes the qualitative comparison. We do not
have access to the pose predictions of FS6D [22] for qual-
itative results, since its code is not publicly released. The



Method Modality
Finetune- Ref. Objects

Avg.free images ape benchwise cam can cat driller duck eggbox glue holepuncher iron lamp phone

Gen6D [40] RGB ✗ 200 - 77 66.1 - 60.7 67.4 40.5 95.7 87.2 - - - - -
Gen6D* [40] RGB ✓ 200 - 62.1 45.6 - 40.9 48.8 16.2 - - - - - - -
OnePose [58] RGB ✓ 200 11.8 92.6 88.1 77.2 47.9 74.5 34.2 71.3 37.5 54.9 89.2 87.6 60.6 63.6

OnePose++ [19] RGB ✓ 200 31.2 97.3 88.0 89.8 70.4 92.5 42.3 99.7 48.0 69.7 97.4 97.8 76.0 76.9
LatentFusion [51] RGBD ✓ 16 88.0 92.4 74.4 88.8 94.5 91.7 68.1 96.3 94.9 82.1 74.6 94.7 91.5 87.1

FS6D [22] RGBD ✗ 16 74.0 86.0 88.5 86.0 98.5 81.0 68.5 100.0 99.5 97.0 92.5 85.0 99.0 88.9
FS6D [22] + ICP RGBD ✗ 16 78.0 88.5 91.0 89.5 97.5 92.0 75.5 99.5 99.5 96.0 87.5 97.0 97.5 91.5

Ours RGBD ✓ 16 99.0 100.0 100.0 100.0 100.0 100.0 99.4 100.0 100.0 99.9 100.0 100.0 100.0 99.9

Table 2. Model-free pose estimation results measured by ADD-0.1d on LINEMOD dataset. Gen6D* [40] represents the variation without fine-tuning.
Input OnePose++ LatentFusion Ours

Figure 5. Qualitative comparison of pose estimation on LINEMOD dataset
under the model-free setup. Images are cropped and zoomed-in for better
visualization.

severe self-occlusion and lack of texture on the glue largely
challenge OnePose++ [19] and LatentFusion [51], while
our method successfully estimates the pose.

Method
Unseen Dataset

Meanobjects LM-O T-LESS YCB-V

SurfEmb [15] + ICP ✗ 75.8 82.8 80.6 79.7

OSOP [55] + ICP ✓ 48.2 - 57.2 -
(PPF, Sift) + Zephyr [48] ✓ 59.8 - 51.6 -
MegaPose-RGBD [32] ✓ 58.3 54.3 63.3 58.6

OVE6D [2] ✓ 49.6 52.3 - -
GCPose [76] ✓ 65.2 67.9 - -

Ours ✓ 78.8 83.0 88.0 83.3

Table 3. Model-based pose estimation results measured by AR score on
representative BOP datasets. All methods use the RGBD modality.

Model-based. Table 3 presents the comparison re-
sults among RGBD methods on 3 core datasets from
BOP: Occluded-LINEMOD [1], YCB-Video [73] and T-
LESS [25]. All methods use Mask R-CNN [18] for 2D de-
tection. Our method outperforms the existing model-based
methods that deal with novel objects, and the instance-level
method [15], by a large margin.

4.4. Pose Tracking Comparison

se(3)- RGF Bundle- Bundle- Wüthrich Ours Ours†

TrackNet [67] [29] Track [66] SDF [71] [72]

Properties
Novel object ✗ ✓ ✓ ✓ ✓ ✓ ✓
Initial pose GT GT GT GT GT GT Est.

cracker_box
ADD-S 94.06 55.44 89.41 90.63 88.13 95.10 94.92
ADD 90.76 34.78 85.07 85.37 79.00 91.32 91.54

bleach_cleanser ADD-S 94.44 45.03 94.72 94.28 68.96 95.96 96.36
ADD 89.58 29.40 89.34 87.46 61.47 91.45 92.63

sugar_box ADD-S 94.80 16.87 90.22 93.81 92.75 96.67 96.61
ADD 92.43 15.82 85.56 88.62 86.78 94.14 93.96

tomato_soup_can ADD-S 96.95 26.44 95.13 95.24 93.17 96.58 96.54
ADD 93.40 15.13 86.00 83.10 63.71 91.71 91.85

mustard_bottle
ADD-S 97.92 60.17 95.35 95.75 95.31 97.89 97.77
ADD 97.00 56.49 92.26 89.87 91.31 96.34 95.95

All
ADD-S 95.53 39.90 92.53 93.77 89.18 96.42 96.40
ADD 92.66 29.98 87.34 86.95 78.28 93.09 93.22

Table 4. Pose tracking results of RGBD methods measured by AUC of
ADD and ADD-S on YCBInEOAT dataset. Ours† represents our unified
pipeline that uses the pose estimation module for pose initialization.

Unless otherwise specified, no re-initialization is applied

to the evaluated methods in the case of tracking lost, in order
to evaluate long-term tracking robustness. We defer to our
supplemental materials for qualitative results.

For comprehensive comparison on the challenges of
abrupt out-of-plane rotations, dynamic external occlusions
and disentangled camera motions, we evaluate pose track-
ing methods on the YCBInEOAT [67] dataset which in-
cludes videos of dynamic robotic manipulation. Results un-
der the model-based setup are presented in Table 4. Our
method achieves the best performance and even outper-
forms the instance-wise training method [67] with ground-
truth pose initialization. Moreover, our unified frame-
work also allows for end-to-end pose estimation and track-
ing without external pose initialization, which is the only
method with such capability, noted as Ours† in the table.

Table 5 presents the comparison results of pose track-
ing on YCB-Video [73] dataset. Among the baselines,
DeepIM [36], se(3)-TrackNet [67] and PoseRBPF [8] need
training on the same object instances, while Wüthrich et
al. [72], RGF [29], ICG [56] and our method can be in-
stantly applied to novel objects when provided with a CAD
model.

4.5. Analysis

Ablation Study. Table 6 presents the ablation study of crit-
ical design choices. The results are evaluated by AUC of
ADD and ADD-S metrics on the YCB-Video dataset. Ours
(proposed) is the default version under the model-free (16
reference images) setup. W/o LLM texture augmentation
removes the LLM-aided texture augmentation for synthetic
training. In W/o transformer, we replace the transformer-
based architecture by convolutional and linear layers while
keeping the similar number of parameters. W/o hierarchical
comparison only compares the rendering and the cropped
input trained by pose-conditioned triplet loss (Eq. 11) with-
out two-level hierarchical comparison. At test time, it com-
pares each pose hypothesis with the input observation inde-
pendently and outputs the pose with the highest score. Ex-
ample qualitative result is shown in Fig. 4. Ours-InfoNCE
replaces contrast validated pair-wise loss (Eq. 14) by the In-
foNCE loss as used in [46].
Effects of number of reference images. We study how
the number of reference images affects the results measured
by AUC of ADD and ADD-S on YCB-Video dataset, as
shown in Fig. 6. Overall, our method is robust to the num-



Approach
DeeplM [36] se(3)-TrackNet PoseRBPF [8] Wüthrich [72] RGF [29] ICG [56] Ours Ours†

[67] + SDF

Initial pose GT GT PoseCNN GT GT GT GT GT
Re-initialization Yes (290) No Yes (2) No No No No No

Novel object ✗ ✗ ✗ ✓ ✓ ✓ ✓ ✓
Object setup Model-based Model-based Model-based Model-based Model-based Model-based Model-based Model-free

Metric ADD ADD-S ADD ADD-S ADD ADD-S ADD ADD-S ADD ADD-S ADD ADD-S ADD ADD-S ADD ADD-S

002_master_chef_can 89.0 93.8 93.9 96.3 89.3 96.7 55.6 90.7 46.2 90.2 66.4 89.7 93.6 97.0 91.2 96.9
003_cracker_box 88.5 93.0 96.5 97.2 96.0 97.1 96.4 97.2 57.0 72.3 82.4 92.1 96.9 97.8 96.2 97.5
004_sugar_box 94.3 96.3 97.6 98.1 94.0 96.4 97.1 97.9 50.4 72.7 96.1 98.4 96.9 98.2 94.5 97.4
005_tomato_soup_can 89.1 93.2 95.0 97.2 87.2 95.2 64.7 89.5 72.4 91.6 73.2 97.3 96.3 98.1 94.3 97.9
006_mustard_bottle 92.0 95.1 95.8 97.4 98.3 98.5 97.1 98.0 87.7 98.2 96.2 98.4 97.3 98.4 97.3 98.5
007_tuna_fish_can 92.0 96.4 86.5 91.1 86.8 93.6 69.1 93.3 28.7 52.9 73.2 95.8 96.9 98.5 84.0 97.8
008_pudding_box 80.1 88.3 97.9 98.4 60.9 87.1 96.8 97.9 12.7 18.0 73.8 88.9 97.8 98.5 96.9 98.5
009_gelatin_box 92.0 94.4 97.8 98.4 98.2 98.6 97.5 98.4 49.1 70.7 97.2 98.8 97.7 98.5 97.6 98.5
010_potted_meat_can 78.0 88.9 77.8 84.2 76.4 83.5 83.7 86.7 44.1 45.6 93.3 97.3 95.1 97.7 94.8 97.5
011_banana 81.0 90.5 94.9 97.2 92.8 97.7 86.3 96.1 93.3 97.7 95.6 98.4 96.4 98.4 95.6 98.1
019_pitcher_base 90.4 94.7 96.8 97.5 97.7 98.1 97.3 97.7 97.9 98.2 97.0 98.8 96.7 98.0 96.8 98.0
021_bleach_cleanser 81.7 90.5 95.9 97.2 95.9 97.0 95.2 97.2 95.9 97.3 92.6 97.5 95.5 97.8 94.7 97.5
024_bowl 38.8 90.6 80.9 94.5 34.0 93.0 30.4 97.2 24.2 82.4 74.4 98.4 95.2 97.6 90.5 95.3
025_mug 83.2 92.0 91.5 96.9 86.9 96.7 83.2 93.3 60.0 71.2 95.6 98.5 95.6 97.9 91.5 96.1
035_power_drill 85.4 92.3 96.4 97.4 97.8 98.2 97.1 97.8 97.9 98.3 96.7 98.5 96.9 98.2 96.3 97.9
036_wood_block 44.3 75.4 95.2 96.7 37.8 93.6 95.5 96.9 45.7 62.5 93.5 97.2 93.2 97.0 92.9 97.0
037_scissors 70.3 84.5 95.7 97s 72.7 85.5 4.2 16.2 20.9 38.6 93.5 97.3 94.8 97.5 95.5 97.8
040_large_marker 80.4 91.2 92.2 96.0 89.2 97.3 35.6 53.0 12.2 18.9 88.5 97.8 96.9 98.6 96.6 98.6
051_large_clamp 73.9 84.1 94.7 96.9 90.1 95.5 61.2 72.3 62.8 80.1 91.8 96.9 93.6 97.3 92.5 96.7
052_extra_large_clamp 49.3 90.3 91.7 95.8 84.4 94.1 93.7 96.6 67.5 69.7 85.9 94.3 94.4 97.5 93.4 97.3
061_foam_brick 91.6 95.5 93.7 96.7 96.1 98.3 96.8 98.1 70.0 86.5 96.2 98.5 97.9 98.6 96.8 98.3

All Frames 82.3 91.9 93.0 95.7 87.5 95.2 78.0 90.2 59.2 74.3 86.4 96.5 96.0 97.9 93.7 97.5

Table 5. Pose tracking results of RGBD methods measured by AUC of ADD and ADD-S on YCB-Video dataset. Ours† represents our method under the
model-free setup with reference images.

ADD ADD-S

Ours (proposed) 91.52 97.40
W/o LLM texture augmentation 90.83 97.38
W/o transformer 90.77 97.33
W/o hierarchical comparison 89.05 96.67
Ours-InfoNCE 89.39 97.29

Table 6. Ablation study of critical design choices.

ber of reference images especially on the ADD-S metric,
and saturates at 12 images for both metrics. Notably, even
when only 4 reference images are provided, our method still
yields stronger performance than FS6D [22] equipped with
16 reference images (Table 1).
Training data scaling law. Theoretically, an unbounded
amount of synthetic data can be produced for training.
Fig. 7 presents how the amount of training data affects the
results measured by AUC of ADD and ADD-S metrics on
YCB-Video dataset. The gain saturates around 1M.
Running time. We measure the running time on the hard-
ware of Intel i9-10980XE CPU and NVIDIA RTX 3090
GPU. The pose estimation takes about 1.3 s for one ob-
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Figure 6. Effects of number of reference images.
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Figure 7. Effects of training data size.

ject, where pose initialization takes 4 ms, refinement takes
0.88 s, pose selection takes 0.42 s. Tracking runs much
faster at ∼32 Hz, since only pose refinement is needed and
there are not multiple pose hypotheses. In practice, we
can run pose estimation once for initialization and switch
to tracking mode for real-time performance.

5. Conclusion

We present a unified foundation model for 6D pose estima-
tion and tracking of novel objects, supporting both model-
based and model-free setups. Extensive experiments on
the combinations of 4 different tasks indicate it is not only
versatile but also outperforms existing state-of-art methods
specially designed for each task by a considerable margin.
It even achieves comparable results to those methods requir-
ing instance-level training. In future work, exploring state
estimation beyond single rigid object will be of interest.
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Supplementary Material

5.1. Performance on BOP Leaderboard

Fig. 8 presents our results on the BOP challenge of “6D lo-
calization of unseen objects”.2 At the time of submission,
our FoundationPose is #1 on the leaderboard. This corre-
sponds to one of the four tasks considered in this work:
model-based pose estimation for novel objects. We use the
2D detection from CNOS [47], which is the default pro-
vided by the BOP challenge.

5.2. Implementation Details

During training, for each 3D asset we first pretrain the neu-
ral object field with a random number of synthetic reference
images. The trained neural object field is then frozen and
provides rendering which will be mixed with the model-
based OpenGL rendering as input for the pose refinement
and selection networks. Such combination better covers the
distribution of both model-based and model-free setups, en-

2https://bop.felk.cvut.cz/leaderboards/pose-estimation-unseen-bop23/
core-datasets/

abling effective generalization as a unified framework. In
terms of the refinement and selection networks, we first
train them separately. We then perform end-to-end fine-
tuning for another 5 epochs. The whole training process is
conducted over synthetic data which takes about a week on
4 NVIDIA V100 GPUs. At test time, the model is directly
applied to the real world data and runs on one NVIDIA RTX
3090 GPU. Under the few-shot setup, rendering is obtained
from the neural object field which is optimized per object.
Under the model-based setup, rendering is obtained via con-
ventional graphics pipeline [33]. We perform denoising to
the depth images implemented in Warp [42], which includes
erosion and bilateral filtering. The pose-conditioned crop-
ping is implemented in batch using Kornia [52].

Neural Object Field. We normalize the object into the
neural volume bound of [−1, 1]. The geometry network Ω
consists of two-layer MLP with hidden dimension 64 and
ReLU activation except for the last layer. The intermedi-
ate geometric feature fΩ(·) has dimension 16. The appear-
ance network Φ consists of three-layer MLP with hidden
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Figure 8. Screenshot on BOP leaderboard. At the time of submission, our approach outperforms the previous best method “PoMZ” (not yet published) by a
considerable margin of 0.03 on ARCore, setting a new benchmark record on the leaderboard.
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dimension 64 and ReLU activation except for the last layer,
where we apply sigmoid activation to map the color pre-
diction to [0, 1]. We implement the multi-resolution hash
encoding [45] in CUDA and simplify to 4 levels, with num-
ber of feature vectors from 16 to 128. Each level’s fea-
ture dimension is set to 2. The hash table size is set to
222. In each iteration the ray batch size is 2048. The
truncation distance λ is set to 1 cm. In the training loss,
we = 1, ws = 1000, wc = 100. Training takes about 2k
steps which is often within seconds.
Pose Hypothesis Generation. For global pose initializa-
tion, Ns = 42, Ni = 12. To train the refinement network,
the pose is randomly perturbed by adding translation noise
under the magnitude of 0.02m, 0.02m, 0.05m for XYZ axis
respectively and rotation under the magnitude of 20◦, where
the direction is randomized. Both the rendering and input
observation are cropped based on the perturbed pose and re-
sized into 160×160 before sending to the network. In the
training loss (Eq. 10), w1 and w2 are both set to 1. The
individual training stage takes 50 epochs. The refinement
iteration is set to 1 for training efficiency, At test time, it is
set to 5 for pose estimation and 1 for tracking. The com-
plete network architecture of the pose refinement module
can be found in the main paper (Fig. 2), where the network
architecture used for image feature embedding is illustrated
in Fig. 9. In the transformer encoder, the embedding dimen-
sion is 512, number of heads is 4, feed-forward dimension
is 512.
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Figure 9. Network architecture for image feature embedding used in pose
refinement and selection networks. The ResBlock is from ResNet-34 [17].

Pose Selection. The individual training for the selection
network takes 25 epochs, where we perform the similar
pose perturbation to refinement network, and the number of
pose hypotheses K = 5. During the end-to-end fine-tuning,
the pose hypotheses come from the output of the refinement
network. In the training loss (Eq. 11), α is set to 0.1. The
valid positive sample’s rotation threshold d is set to 10◦.
The complete network architecture of the pose refinement

module can be found in the main paper (Fig. 2), where the
network architecture used for image feature embedding is
illustrated in Fig. 9. When performing the two-level hier-
archical comparison, we use the same architecture for both
self-attention modules. Concretely, the embedding dimen-
sion is 512, number of heads is 4, feed-forward dimension
is 512.
Pose Tracking. Our framework can be trivially adapted to
the pose tracking task while leveraging temporal cues. To
do so, at each timestamp, we send the cropped current frame
and the rendering using the previous pose to the pose refine-
ment module. The refined pose becomes the current pose
output. This operation repeats along the video sequence.
The first frame’s pose can be initialized by our pose estima-
tion mode.
Synthetic Data. Objaverse assets vary extremely in the
object size and mesh complexity. Therefore, we further
normalize the objects and remove the disconnected com-
ponents automatically based on the mesh edge connectivity
graph, to make the objects suitable for learning pose esti-
mation. To create each scene, we randomly sampled 70 to
90 objects and dropped them onto a platform with invisible
walls until the object velocities were smaller than a thresh-
old. We randomly scaled the objects from 5 to 30 cm and
sampled the size of the platform between 1 to 1.5 meter.
The LLM-aided texture augmentation is applied to each ob-
ject from Objaverse [6] with 3 to 5 different seeds for var-
ious styles. To produce diverse and photorealistic images,
we randomly created 0 to 5 lights with varied size, color,
intensity, temperature and exposure, and Nc = 2 cameras
on a hemisphere with radius ranging from 0.2 to 3.0 meter
above the platform. We also randomize the material prop-
erties, including metallicness and reflection, and textures of
the objects and the platform. For the environment, we cre-
ated a dome light with a random orientation and sampled
the background from 662 HDR images obtained from Poly
Haven [16]. In addition to RGBD rendering, we also store
the corresponding object segmentation, camera parameters
and the object poses similar to [26, 32]. In total, our dataset
has about 600K scenes and 1.2M images. The dataset will
be released on the project page upon acceptance.
Creating Reference Images. In the model-free few-shot
setup, similar to [22], on YCB-Video and LINEMOD
datasets, we select a subset of reference images Sr from the
training split St. To do so, we first initialize the selection set
by choosing the image with the maximum number of pixels
according to the mask. Next, for each of the remaining im-
age, we compute its rotational geodesic distance to all the
selected reference image, and choose the remaining frame
based on:

i∗ = argmax
i∈St,i/∈Sr

(
min
j∈Sr

D(Ri,Rj)

)
, (15)

where D(·, ·) denotes the geodesic distance on SO(3). We



repeat the process until enough number of reference images
is obtained, which is typically set to 16 following [22].

For applications in the wild when the ground truth object
pose is not readily available, we can leverage off-the-shelf
SLAM algorithms [54, 59, 71] to compute the poses from
the video. Please refer to our supplemental video for rele-
vant results.

5.3. Details on Disentangled Representation for
Pose Updates.
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Figure 10. Illustration of disentangled representation for pose updates.

As mentioned in the main paper, we disentangle the trans-
lation and rotation for two reasons. First, ∆t ∈ R3 and
∆R ∈ SO(3) are variables in two different spaces. There-
fore, compared to using a single linear projection at the end
to predict them jointly, the early disentanglement benefits
the learning process. Second, the disentanglement allows
us to represent both ∆t and ∆R in the camera’s coordinate
frame, such that ∆t is independent of ∆R. This is illus-
trated by a 2D example in Fig. 10. The top row shows the
commonly used homogeneous representation, in which the
pose update is: x′ = ∆Tx = ∆Rx + ∆t. Thus, ∆t is
applied based on the updated local coordinate system of the
disk (object) after applying ∆R, so that the rotation affects
the translation. In contrast, the bottom row shows the disen-
tanglement of ∆t and ∆R, which resolves the dependency
issue and stabilizes training.

Input OnePose++ LatentFusion Ours

Observation

GT Ours

GT Ours

Figure 11. Failure mode. Under the combination of multiple challenges
including texture-less, severe occlusion, and limited edge cues, our method
fails to estimate the correct orientation.

5.4. Limitations

Similar to related works [2, 19, 22, 32, 58, 76], our approach
focuses on 6D pose estimation and tracking, and relies on

external 2D detection, which is obtained from methods such
as CNOS [47], or Mask-RCNN [18]. We observe false or
missing detection frequently bottlenecks the 6D pose esti-
mation. In future work, an end-to-end framework for novel
object detection, 6D pose estimation and tracking would
be of interest. Additionally, another typical failure mode
due to a combination of multiple challenges is illustrated in
Fig. 11.
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