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We provide implementation details to reproduce the results
in the paper.

1. Implementation Details

We adopt HRNet-w32 [1] as the back-bone of our net-
work architecture. We pre-train the model for 2D pose es-
timation before introducing weakly-supervised losses. This
ensures that the 2D pose estimates are sufficiently good to
enforce multi-view consistency LMC. We use MPII dataset
for pre-training. The additional weights for latent depth-
maps are not pre-trained. We use a maximum of four
camera views Cn=4 to calculate LMC. If a sample con-
tains more than four views, we randomly sample four views
from it in each epoch. We train the model with a batch
size of 256, where each batch consists of 128 images with
2D pose annotations and 32 unlabeled multi-view samples
(32×4=128 images). For pre-processing, we use a person
bounding-box to crop the person into a 256 × 256 image
such that the person is centered and covers roughly 75%
of the image. The training data is augmented by random
scaling (±20%) and rotation (±30% degrees). We found
that the training converges after 60k iterations. The learn-
ing rate is set to 5e−4, which drops to 5e−5 at 50k itera-
tions following the Adam optimization algorithm. We use
λ=50. Since the training objectives (6) and (7) consist of
multiple loss terms, we balance their contributions by em-
pirically choosing ψ=5, α=10, and β=100. Since our pose
estimation model estimates absolute 3D pose up to a scal-
ing factor, during inference, we approximate the scale using
mean bone-lengths from the training data:

ŝ = argmin
s

∑
j,j′∈E

(s · ‖p̂j − p̂j′‖ − µL
j,j′)

2, (1)

where is µL
j,j′ is the mean length of the limb formed by joint

pair (j, j′). In all of our experiments, we use mean lengths
from the training set of H36M dataset.
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